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ABSTRACT 

The most widely used real-time application in the modern world is video surveillance. As machine learning 

has advanced, several methods for multi-object detection have been created. Several firms need real-time 

monitoring systems for security reasons; hence this area of study is crucial. This study suggests a fresh 

approach to identifying moving things. A transportable system is necessary for a number of applications, 

including operational robots and military surveillance systems. These real-time monitoring technologies are 

more advantageous for a range of individual needs, security issues, and information gathering. Many 

techniques are employed for this job, and substantial research is done to automate and secure this system. In 

the proposed method the clean original image and the CNN is used to subtract the background. 
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INTRODUCTION  

A video is overlay in time with several pictures in the field of image analysis, which is closely related to 

video analytics. In addition to tasks specifically related to video, including object tracking (identifying 

objects over numerous frames), prediction of trajectory (estimating object trajectories), and activity 

detection, similar problems like video classification and object identification in video were also tackled 

(classifying actions in a video sequence). For these tasks, CNS produced excellent results, such as in the 

photo analysis. [1, 2]. 

The Gaussian Mixture Modeling approach (GMM) is utilized for motion modeling and its modifications are 

applied to the calculation of motion descriptors throughout the tracking process. Video streams are initially 

transformed to several frames and optical flow calculations are done on the frame extracted. 

Various essential applications of huge significance in the real-time environment that give outstanding 

security employing video data in locations like theatres and shopping malls. Patients' quality of life is also 

improved as a result of medical care. For added security, video abstraction is available. During video 

analysis, traffic management professionals typically examine traffic flow and use video editing to create 

futuristic video effects. Various studies are used in video surveillance to detect objects in real time. 

Navigation, object detection and tracking, and finally object recognition and surveillance are all steps that 

must be included in most studies. Object detection is accomplished by segmenting images into foreground 

and background objects. Object tracking establishes the correlation between the objects in successive frames 

of a video stream. 

 

LITERATURE SURVEY 

Detecting all objects of a specific type in an image is the aim of object detection, as the name suggests. 

Alternatively, there may be several classes where each object needs to be accurately classified. An image is 

fed into an object detector, and the result is a list of bounding boxes, complete with labels if there are multiple 

classes. The pixel coordinates of the top-left and bottom-right corners of the bounding box, as well as the 

width and height of the box, are commonly used to depict a bounding box. 

Most object detectors give each box a reliable value, indicating how reliable it is to detect. The average 

accuracy of all classes is a standard performance statistic for an object detector As mentioned above, CNN 

methods of object detection are state-of-the-art, outperforming older methods, such SVMs. 

M. Elhoseny et al [3] developed Multi objection detection and tracking (MODT) with the Kalman filtering 
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and increasing region. The proposed model moderately evaluated the movements of the object, where the 

estimates were based on the precise tracking accomplished between the successive frames. However, in order 

to attain a better detection rate, the generated model demonstrated motion valuation techniques required to be 

incorporated to the MODT analysis. 

Nadia Kiaee et al [4] developed a Grey-Level Co- Occurrence Matrix (GLCM) in Haar Wavelet 

Transformed Space, Support Vector Machine (SVM). The proposed model used the Haar wavelet transform 

since the generated wavelet sub-bands had a significant impact on the GLCM computation's orientation 

elements. However, the model that was developed introduced an optimizing procedure for each object, 

although the histogram color variation was modest. 

 

PROBLEM DEFINITION 

When we want to monitor many moving objects in a video, we call this as multiple object tracking. In a 

certain view, the work is an expansion of object detection, because we have to correlate detections between 

frames in order to provide constant tracking with the exception of the detection of objects. Object detection 

remains an unresolved issue and its speed is limited to the most complex methods. 

 

MOTIVATION 

As observed from the earlier study, they contain certain limitations so that we aim to minimize them through 

our work. We would like to research how multiple object tracking works in real time with this study. A multi 

object surveillance system is developed to permit comparison with 

other works, assessed on existing data sets. As the purpose is to operate the monitor in real time, the speed 

of the monitor is a crucial factor. 

PROPOSED SYSTEM 

 
 

The figure 1 shows the block diagram of proposed method, The steps followed by the proposed method are 

as follows: 

A. Preprocessing using GMM 

The video sequences inputs are translated into multiple frames to offer the next few frames of video streams 

a reference frame. The video sequences only contained background objects so that the image can distinguish 

between them, overcoming the problem of ambiguity in the interval, variations in the intensity of the 
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background. The moving objects are distinguished from background and the background model constructed 

by GMM. If there are changes in the pixel values, the approximation of similar values is obtained using the 

Gaussian distribution. 

B. Tracking multiple object using Improvised CNN 

Local basic visual optimum values, such as end-points and corner edges, are extracted by CNN models. 

These features are then passed on to the next layer, which will identify the more meaningful features. In 

general, a CNN consists of a set of layers that contain multiple levels as well as one or more computation 

planes that are connected to the previous layer's local neighborhood. Over the next stage of CNN, data sub 

sample is used to generate feature distortions by following the local and Convolutional feature maps. This 

decreases the spatial resolution of the data and adding to the complexity. 

 

RESULT AND DISCUSSION 

A.  Gray Frame : The image is a little blurry in grayscale because there is only one intensity value in 

Grayscale, whereas there are three intensity values in RGB (Red, Green, and Blue) images. As a result, 

calculating the grayscale intensity difference should be simple. 

 

 

B.  Difference Frame: The difference frame depicts the intensity differences between the first and 

current frames. 

 

 

Fig. 3. Diffference Frame 

 

C.  Threshold Frame : If the intensity difference between two pixels is greater than 30 (in my example), 

the pixel is white, and if it is less than 30, the pixel is black. 
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Fig. 4. Threshold Frame 

 

 

D.  Color Frame : You can see colour graphics in this frame, as well as a green outline around the 

moving objects. 

 
 

CONCLUSION 

In this paper represent the effective method to track objects in Real time surveillance system. The GMM 

with CNN was employed to track the object in video frames in the suggested methodology. The 

methodology for detection of objects is background subtraction method and then it will use of CNN. Even in 

low-light conditions, the proposed algorithm spotted moving objects in photos without noise. There's a 

chance that linear motion estimate won't be enough for things that move in intricate nonlinear ways. When 

object movement is mild, tracking accuracy is achieved by estimating movements based on the evaluated 

location between successive frames at that time. 
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