Decision Trees of Machine Learning applied For Adult dataset
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Abstract-Machine learning is one of the subsets of data mining and its applications are ever growing since the dawn of the decade. It has many tools of analysis at its disposal for any field and decision tree is one such nice tool which can be applied to a numerous list of problems ranging from the field of management to fields like Economics, Finance, Banking sector to name a few. This paper is trying to explore the application of the decision tree tool in the Adult dataset from the UCI repository and we employ R programming platform for the analysis.

1.Introduction:
It has become a universal knowledge that Machine Learning is a data based technique and that is why it is one of the most sought after in this era of data mining. Tom Mitchell[1] discusses about Machine Learning in great detail, various aspects of it and he gives the following compact definition, A computer program is said to learn from experienceEwith respect to some class of tasksTand performance measureP, if its performance at tasks in T, as measured by , improves with experience E. (Tom Mitchell, 1998). C.Rudin [2] discusses about Machine Learning for science and society in a nice way. NeeshaJothi[3] discusses data mining in Healthcare in which they talk about various machine learning tools employed in healthcare and Decision tree is one of them. IlyesJenhani[4] discusses in detail the aspects of building a DT as classifiers. In this paper we are exploring the application of Decision trees adult dataset (Table1). This is a simple
classification problem in social science study which has some attributes of humans with the class vector as the gender.

We form a decision tree to find whether a person is a male or female based on the values of the feature vectors. We use entropy and information gain for building the decision trees.

For a set, entropy is a measure of impurities in the elements in the set. We can google it as “Number of microscopic configurations that are consistent with the macroscopic quantities that characterize the system” If we are in chemistry domain, an example that would suffice would be the picture below(fig1).

![Entropy in Chemistry](image)

It clearly conveys the idea of entropy even from a layman point of view. Shannon is a pioneer in Entropy, from the Information domain. He has a huge part in the theoretical development of entropy models in communication theory. He has given us a nice mathematical formula for calculating entropy for a set.
\[ H(X) = - \sum_{x \in X} p(x) \log_2 p(x) \]

For example, Consider a random variable \( x \) having 8 possible states, each of which is equally likely. In order to communicate the value of \( x \) to a receiver, we would need to transmit a message whose length is given by the entropy.

\[ H(x) = -8 \times \frac{1}{8} \times \log_2 \frac{1}{8} = 3 \text{ bits.} \]

Hence send it through 3 bits.

**Information gain** is a measure of the reduction in the overall entropy of a set of instances that is achieved by testing on a descriptive feature. Software packages use the entropy idea in different forms for building a decision tree.

### 2. Decision tree (DT):

A Decision tree (fig2) is a graphical structure with nodes branching to grow. Based on the position, the nodes are called root node, Intermediate node and leaves or decision nodes. These are applied for classification and regression problems.

![Fig2-Decision tree](image)

The above is a DT for the famous weather dataset (Table 2). It has four feature vectors, Day, Outlook, Humidity and wind and one class vector Play, which is about deciding whether to play golf or not based on the weather conditions. The first branching is using the Outlook feature and so it is called the root node. The next two branches based on Humidity and windy are
intermediate nodes and the final nodes of No and Yes can be called the Leaves and those are the classification values. Any sequence of nodes from the root node to a leaf node is called a rule.

<table>
<thead>
<tr>
<th>Table 2 - Weather dataset-sample rows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
</tr>
<tr>
<td>D1</td>
</tr>
<tr>
<td>D2</td>
</tr>
<tr>
<td>D3</td>
</tr>
</tbody>
</table>

3. Build a DT for Adult dataset.
For the present discussion, we are using the adult dataset as described in the introduction. For simplicity we have reduced the number of feature vectors to 5(Table3). The gender is numeric with MALE given by ‘0’ and FEMALE given by ‘1’.

<table>
<thead>
<tr>
<th>Table 3 - Adult dataset with 5 features and one class vector (Gender).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

When we built a decision tree using R, we obtained the result (fig3)
Just for clarity purpose and Illustration, we also built a decision tree for the inbuilt IRIS dataset in R(fig4).

4. Analysis and Conclusion:

From the figure 3 we can deduce that with 50 rows-5 feature vectors-one class vector, the only feature vector which is the optimal one, as deduced by the package, is the Marital status. It says, when the marital status is <1.5, it is a MALE(78% of the data) and otherwise it is FEMALE(22% of the data). The decision to use marital status as the feature vector for branching of the tree is based on the entropy and information gain calculation for all the feature vector vectors and the best one being used for branching. The first chosen feature vector is the root and later features
form the remaining tree with the final nodes without branching are called the leaves. In our tree the gender nodes are the leaves.

Just for comparison, we have built a decision tree for the IRIS dataset in R and it is in figure 4. It is a dataset with four features, the sepal length, sepal width, petal length and petal width and they fall in one of three species. We can clearly see there are two branches, one based on petal length and one based on petal width and in the leaf nodes, we have the class values, Setosa, Versicolor and Virginica. So, we could see that Decision trees are simple to create and are efficient to solve simple classification problems.
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